Abstract. We study localization operators with symbols in spaces of quasianalytic distributions. More precisely, it is shown that certain quasianalytic distributions, considered as symbols, give rise to trace-class localization operators. We give a new structure theorem for quasianalytic distributions which combines its local and global properties. In the proof we use the heat kernel and parametrix techniques, while in the study of localization operators we use the techniques of time-frequency analysis.

1. Introduction

Localization operators (Anti-wick operators, Toeplitz operators, Gabor multipliers) are pseudo-differential operators $A_{a,\phi_1,\phi_2}$, where $a$ is the symbol of the operator and $\phi_1, \phi_2$ are the analysis and synthesis windows, respectively (see below for an explicit expression). With respect to the classical pseudodifferential calculus, one may consider singular symbols for localization operators and nevertheless obtain good properties, in particular $L^2$-boundedness, see [6, 7, 8, 25, 26] As an example, it was observed in [6] certain compactly supported ultra-distributions give rise to trace-class operators. In this paper we study localization operators in the framework of quasianalytic distributions.

The support of a quasianalytic distributions can not be defined. Therefore, in order to give a reasonable generalization of the results from [6, 7, 26], we present a technique which may, in a certain sense, describe the local behavior of a quasianalytic distribution. More precisely, we give a new representation theorem for the class of quasianalytic distributions, Theorem 3.1. Related result, under different assumptions, can be found in [4]. Another type of representation theorems, based on Hermite functions, is recently obtained in [18, 19], see also [21]. Note that we could not use these results since they give a global characterization, while we need an information on the local behavior as well.
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The paper is organized as follows. We define Gelfand-Shilov spaces and list their basic properties in Section 2. Representation Theorem 3.1 for quasianalytic distributions is given in Section 3. In Section 4 we study time-frequency representations on Gelfand-Shilov spaces, Theorem 4.1. Then we introduce modulation spaces with weights of exponential growth and show that the Gelfand-Shilov spaces are actually projective and inductive limits of the modulation spaces, Proposition 4.4. In the last subsection, we prove Theorem 4.2 which describes the growth of the short-time Fourier transform of quasianalytic distributions and, finally, prove that the corresponding localization operators are trace-class.

1.1. Notation

We define $xy = x \cdot y$, the scalar product on $\mathbb{R}^d$. Given a vector $x = (x_1, \ldots, x_d) \in \mathbb{R}^d$, the partial derivative with respect to $x_j$ is denoted by $\partial_j = \frac{\partial}{\partial x_j}$. Given a multi-index $p = (p_1, \ldots, p_d) \geq 0$, i.e., $p \in \mathbb{N}_0^d$ and $p_j \geq 0$, we write $\partial^p = \partial^{p_1} \cdots \partial^{p_d}$; moreover, we write $x^p = (x_1, \ldots, x_d)^{(p_1, \ldots, p_d)} = \prod_{i=1}^d x_i^{p_i}$. We shall denote the Euclidean norm by $||x||$. We write $h|x|^{1/\alpha} = \sum_{i=1}^d h_i |x_i|^{1/\alpha_i}$. Moreover, for $p \in \mathbb{N}_0^d$ and $\alpha \in \mathbb{R}_+^d$, we set $(p!)^\alpha = (p_1!)^{\alpha_1} \cdots (p_d!)^{\alpha_d}$, while as standard $p! = p_1! \cdots p_d!$. In the sequel, a real number $r \in \mathbb{R}_+$ may play the role of the vector with constant components $r_j = r$, so for $\alpha \in \mathbb{R}_+^d$, by writing $\alpha > r$ we mean $\alpha_j > r$ for all $j = 1, \ldots, d$.

$\Omega$ denotes an open set in $\mathbb{R}^d$, and $K \subset \subset \Omega$ means that $K$ is compact subset in $\Omega$.

For $A = (A_1, \ldots, A_d)$ and $B = (B_1, \ldots, B_d)$, $A > 0$ and $B > 0$ means $A_1, \ldots, A_d, B_1, \ldots, B_d > 0$.

For a multi-index $\alpha \in \mathbb{N}_0^d$ we have $|\alpha| = \alpha_1 + \cdots + \alpha_d$. For given $h > 0$ and multiindex $\alpha \in \mathbb{N}_0^d$ we will (sometimes) use the notation $h^\alpha := h^{\alpha_1} \cdots h^{\alpha_d}$.

The Schwartz class is denoted by $\mathcal{S}(\mathbb{R}^d)$, the space of tempered distributions by $\mathcal{S}'(\mathbb{R}^d)$. We use the brackets $(f, g)$ to denote the extension of the inner product $(f, g) = \int f(t) \overline{g(t)} dt$ on $L^2(\mathbb{R}^d)$ to any pair of dual spaces. The space of smooth functions with compact support on $\mathbb{R}^d$ is denoted by $\mathcal{D}(\mathbb{R}^d)$. The Fourier transform is normalized to be $\hat{f}(\omega) = \mathcal{F}f(\omega) = \int f(t) e^{-2\pi i t \omega} dt$.

Throughout the paper, we shall use the notation $A \lesssim B$ to indicate $A \leq cB$ for a suitable constant $c > 0$, whereas $A \asymp B$ means that $c^{-1}A \leq B \leq cA$ for some $c \geq 1$. The symbol $B_1 \hookrightarrow B_2$ denotes the continuous and dense embedding of the topological vector space $B_1$ into $B_2$.

2. Gelfand-Shilov type spaces

Let $(M_p)_{p \in \mathbb{N}_0}$ be a sequence of positive numbers which satisfies:

(M.1) $M_p \leq M_{p-1}M_{p+1}$, $p \in \mathbb{N}$;

(M.2) There exist positive constants $A, H$ such that

$$M_p \leq AH^p \min_{0 \leq q \leq p} M_{p-q}M_q, \quad p, q \in \mathbb{N}_0.$$
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or, equivalently, there exist positive constants \( A, H \) such that
\[
M_{p+q} \leq AH^{p+q}M_pM_q, \quad p, q \in \mathbb{N}_0;
\]
We assume \( M_0 = 1 \), and that \( M_p^{1/p} \) is bounded below by a positive constant. Put \( m_p = \frac{M_p}{p!}, p \in \mathbb{N} \). The following condition is used in [4]:
\[
(C) \quad \liminf_{p \to \infty} \left( \frac{m_{kp}}{m_p} \right)^2 > k, \quad \forall k \in \mathbb{N}.
\]
The so-called associated function \( M_p \) is defined by
\[
M(\rho) = \sup_{p \in \mathbb{N}_0} \frac{p^\rho M_0}{M_p}, \quad 0 < \rho < \infty.
\]
We will also use the function
\[
M^*(\rho) = \sup_{p \in \mathbb{N}_0} \frac{p!p^\rho M_0}{M_p}, \quad 0 < \rho < \infty.
\]
Another way to describe (M.1) and (M.2) is the following. Let \((s_p)_{p \in \mathbb{N}_0}, (r_p)_{p \in \mathbb{N}_0}\) and \((l_p)_{p \in \mathbb{N}_0}\) be increasing to infinity sequences so that for every \( p, q \in \mathbb{N}_0 \) there exist \( A, H > 0 \) such that
\[
\begin{align*}
&s_p + 1 \ldots s_{p+q} \leq AH^ps_1 \ldots s_q, \\
&\text{and the same holds for} \ (r_p)_{p \in \mathbb{N}_0} \text{ and} \ (l_p)_{p \in \mathbb{N}_0}. \quad \text{With this,} \ (S_p)_{p \in \mathbb{N}_0} \ (R_p)_{p \in \mathbb{N}_0} \text{ and} \ (L_p)_{p \in \mathbb{N}_0} \quad \text{where} \ S_p = s_1 \ldots s_p, \ R_p = r_1 \ldots r_p, \ \text{and} \ L_p = l_1 \ldots l_p, p \in \mathbb{N} \ (M_0 = 1, \ R_0 = 1, \ L_0 = 1) \quad \text{satisfy conditions} \ (M.1) \text{ and} \ (M.2). \quad \text{Conversely, if} \ (S_p)_{p \in \mathbb{N}_0} \quad \text{where} \ S_p = s_1 \ldots s_p \quad \text{satisfies} \ (M.1) \quad \text{then} \ (s_p)_{p \in \mathbb{N}_0} \quad \text{increases to infinity, and if it satisfies} \ (M.2) \quad \text{then} \ (2.1) \quad \text{holds.}
\end{align*}
\]

We are interested in the case when \( s_p = p^1/2 \) so \( S_p = p^1/2 \) and \( (r_p)_{p \in \mathbb{N}_0} \) and \( (l_p)_{p \in \mathbb{N}_0} \) satisfy:
\[
\begin{align*}
\max\left\{\frac{(r_p)^2}{p^2}, \frac{(l_p)^2}{p^2}\right\} &\leq k^\alpha, \quad p \in \mathbb{N}.
\end{align*}
\]

With this we have that
\[
\max\{R_p, L_p\} \leq p^{1/2}, p \in \mathbb{N}
\]
for every \( \alpha \in (0, 1] \). Also one can show that the sequences \( p^{1/2}r_p \) and \( p^{1/2}l_p \) satisfy condition (C):
\[
\liminf_{p \to \infty} \left\{ \left(\frac{(kp)^{1/2}r_k}{p^{1/2}r_p}\right)^2, \left(\frac{(kp)^{1/2}l_k}{p^{1/2}l_p}\right)^2 \right\} > k, \quad \forall k \in \mathbb{N}.
\]

**Definition 2.1.** Let there be given sequences of positive numbers \((M_p)_{p \in \mathbb{N}_0}\) and \((N_q)_{q \in \mathbb{N}_0}\) which satisfy (M.1) and (M.2). **Gelfand-Shilov space** \( \mathcal{S}^{N_{\alpha, B}}_{M_{\alpha, A}}(\mathbb{R}^d) \) is defined by
\[
\mathcal{S}^{N_{\alpha, B}}_{M_{\alpha, A}}(\mathbb{R}^d) = \{ f \in C^\infty(\mathbb{R}^d) \mid \|\partial^\alpha f\|_{L^\infty} \leq CA^\alpha M_{[\alpha]}B^\beta N_{[\beta]}, \forall \alpha, \beta \in \mathbb{N}_0^d \}.
\]
for some positive constant \( C \), where \( A = (A_1, \ldots, A_d) \), \( B = (B_1, \ldots, B_d) \), \( A, B > 0 \). Their projective and inductive limits are denoted by

\[
\mathcal{S}^{N_q}_{M_p} := \text{proj lim}_{A > 0, B > 0} \mathcal{S}^{N_q}_{M_p, A} \quad \mathcal{S}^{N_q}_{M_p} := \text{ind lim}_{A > 0, B > 0} \mathcal{S}^{N_q}_{M_p, A}
\]

For \( M_p = p \!^r \), \( p \in \mathbb{N}_0 \) and \( N_q = q \!^s \), \( q \in \mathbb{N}_0 \), we use the notation \( \mathcal{S}^{N_q}_{M_p} = \mathcal{S}^s_r \) and \( \mathcal{S}^{N_q}_{M_p} = \mathcal{S}^s_r \).

Let \( (M_p)_{p \in \mathbb{N}_0} \) and \( (N_q)_{q \in \mathbb{N}_0} \) be sequences which satisfy (M.1). We write \( M_p \subset N_q \) (\( (M_p) \prec (N_q) \)), respectively if there are constants \( H, C > 0 \) (for any \( H > 0 \) there is a constant \( C > 0 \), respectively) such that \( M_p \leq C H^p N_p \), \( p \in \mathbb{N}_0 \). Also, \( (M_p)_{p \in \mathbb{N}_0} \) and \( (N_q)_{q \in \mathbb{N}_0} \) are said to be equivalent if \( M_p \subset N_q \) and \( N_q \subset M_p \) hold.

**Theorem 2.2.** Let there be given sequences of positive numbers \( (M_p)_{p \in \mathbb{N}_0} \) and \( (N_q)_{q \in \mathbb{N}_0} \) which satisfy (M.1) and (M.2) and \( p! \subset M_p N_p \) (\( p! \prec M_p N_p \), respectively). Then the following conditions are equivalent:

a) \( f \in \mathcal{S}^{N_q}_{M_p} \) (\( f \in \mathcal{S}^{N_q}_{M_p} \), respectively).

b) There exist constants \( A, B \in \mathbb{R}^d \), \( A, B > 0 \) (for every \( A, B \in \mathbb{R}^d \), \( A, B > 0 \), respectively) and there exist \( C > 0 \) such that

\[
\|x^p f\|_{L^\infty} \leq C A^p M_p \quad \|\omega^q f\|_{L^\infty} \leq C B^q N_q, \quad \forall p, q \in \mathbb{N}_0.
\]

c) There exist constants \( A, B \in \mathbb{R}^d \), \( A, B > 0 \) (for every \( A, B \in \mathbb{R}^d \), \( A, B > 0 \), respectively) and there exist \( C > 0 \) such that

\[
\|x^p f\|_{L^\infty} \leq C A^p M_p \quad \|\partial^q f\|_{L^\infty} \leq C B^q N_q, \quad \forall p, q \in \mathbb{N}_0.
\]

d) There exist constants \( A, B \in \mathbb{R}^d \), \( A, B > 0 \) (for every \( A, B \in \mathbb{R}^d \), \( A, B > 0 \), respectively) such that

\[
\|f(x) \exp(M(|A x|))\|_{L^\infty} < \infty \quad \|\hat{f}(\omega) \exp(N(|B \omega|))\|_{L^\infty} < \infty,
\]

where \( M(\cdot) \) and \( N(\cdot) \) are the associated functions for the sequences \( (M_p)_{p \in \mathbb{N}_0} \) and \( (N_q)_{q \in \mathbb{N}_0} \), respectively.

**Proof.** The proof for the inductive limit case, \( \mathcal{S}^{N_q}_{M_p} \), can be found in [3], and the proof for the projective limit case, \( \mathcal{S}^{N_q}_{M_p} \), is analogous. \( \blacksquare \)

By the above characterization \( \mathcal{F} \mathcal{S}^{N_q}_{M_p} = \mathcal{S}^{N_q}_{M_p} \). Observe that \( \mathcal{S}^{1/2}_{1/2} \) is the smallest non-empty Gelfand-Shilov space invariant under the Fourier transform. Theorem 2.2 implies that \( f \in \mathcal{S}^{1/2}_{1/2} \) if and only if \( f \in C^\infty(\mathbb{R}^d) \) and there exist constants \( h > 0, k > 0 \) such that

\[
\|f \exp(h \cdot |1/2|)\|_{L^\infty} < \infty \quad \|\hat{f} \exp(k \cdot |1/2|)\|_{L^\infty} < \infty.
\]

Note that \( \mathcal{S}^{1/2}_{1/2} = 0 \) and \( \mathcal{S}^s_r \) is dense in the Schwartz space whenever \( s > 1/2 \).
We are interested here in "fine tuning", that is in spaces \( \mathcal{S}^{N_q}_{M_p} \) such that \( \mathcal{S}^{1/2}_{1/2} \subset \)
where the sequences \((r_p)_p \in \mathbb{N}_0, q \in \mathbb{N}_0\) satisfy (2.2). Then we have \(m_p = p^{1/2} l_p, p \in \mathbb{N}_0, n_q = q^{1/2} r_q, q \in \mathbb{N}_0\) and \(p! < M_p N_p\). For \(p, q, k \in \mathbb{N}_0^d\) we have \(L_{|p|} = \prod_{|k| \leq |p|} l_{|k|}, R_{|q|} = \prod_{|k| \leq |q|} r_{|q|}\).

### 3. Representations via ultra-differential operators

In this section we give new representation of quasianalytic ultradistributions. We use the notation and the assumptions from the previous section. In particular, we assume that sequences \((M_p)_p \in \mathbb{N}_0\) and \((N_q)_q \in \mathbb{N}_0\) are given such that (2.2) and (2.4) holds. Recall, the corresponding associated function are

\[
M(t) := \sup_{p \in \mathbb{N}_0} \frac{t^p}{p^{1/2} L_p}, \quad N(t) := \sup_{q \in \mathbb{N}_0} \frac{t^q}{q^{1/2} R_q}, \quad 0 < \rho < \infty,
\]

We put

\[
\overline{M}(t) := \sup_{p \in \mathbb{N}_0} \frac{t^p}{\prod_{|k| \leq |p|} l_{|k|}} \quad \overline{N}(t) := \sup_{q \in \mathbb{N}_0} \frac{t^q}{\prod_{|k| \leq |q|} r_{|q|}}, \quad 0 < \rho < \infty.
\]

These are the \(M^*\) and \(N^*\) functions for sequences \((M_p^2)_p \in \mathbb{N}_0\) and \((N_q^2)_q \in \mathbb{N}_0\).

Furthermore, in the upcoming Theorem 3.1 we use spaces of ultradistributions of Beurling and Roumieu type, the strong duals of spaces of ultradifferentiable functions.

Let there be given a sequence \((N_q)_q \in \mathbb{N}_0\) which satisfies (M.1) and (M.2). The function \(\phi \in C^\infty(\Omega)\) is called *ultradifferentiable* function of Beurling class \((N_q)\) (respectively of Roumieu class \(\{N_q\}\)) if, for any \(K \subset \subset \Omega\) and for any \(h > 0\) (respectively for some \(h > 0\)),

\[
\|\phi\|_{N_q, K, h} = \sup_{x \in K, \alpha \in \mathbb{N}_0^d} \frac{|\partial^\alpha \phi(x)|}{h^{|\alpha|} N_q[\alpha]} < \infty.
\]

We say that \(\phi \in \mathcal{E}^{(N_q), K, h}(\Omega)\) if \(\|\phi\|_{N_q, K, h} < \infty\) for given \(K\) and \(h > 0\).

The following spaces of ultradifferentiable test functions will be used

\[
\mathcal{E}^{(N_q)}(\Omega) := \text{proj}_{|\alpha| \in \mathbb{N}_0^d} \lim_{h \to 0} \mathcal{E}^{(N_q), K, h}(\Omega);
\]

\[
\mathcal{E}^{(N_q)}(\Omega) := \text{proj}_{|\alpha| \in \mathbb{N}_0^d} \lim_{h \to \infty} \mathcal{E}^{(N_q), K, h}(\Omega).
\]

Let \(u \in (\Sigma_{M_p})'(\mathbb{R}^d)\) \((u \in (S_{M_p}^N)'(\mathbb{R}^d)\), respectively) then we say that \(u\) can be *extended* on \(\mathcal{E}^{(N_q)}(\Omega)\) (on \(\mathcal{E}^{(N_q)}(\Omega)\), respectively) if \(u \in (\mathcal{E}^{(N_q)}(\Omega)\) \((u \in (\mathcal{E}^{(N_q)}(\Omega)\), respectively) and

\[
(u, \phi)_\text{proj}_{|\alpha| \in \mathbb{N}_0^d} \mathcal{E}^{(N_q)}(\Omega) = (\mathcal{E}^{(N_q)})(\Omega) \langle u, \phi \rangle_{\mathcal{E}^{(N_q)}(\Omega)}
\]

\(\Sigma_{M_p}^N, \mathbb{R}^d \cong (\mathcal{E}^{(N_q)}(\Omega)\) for any \(\phi \in \mathcal{E}^{(N_q)}(\Omega)\) and \(u \in (\mathcal{E}^{(N_q)}(\Omega)\).
\[
(\langle \mathcal{S}_{M_p}^N, \langle u, \phi \rangle \rangle_{\mathcal{E}(N_p)^\prime}) = \langle \mathcal{E}^{(N_p)}(\Omega) \rangle_{\mathcal{E}(N_p)}(\Omega),
\]
Note, if \((\phi_n)_{n \in \mathbb{N}}\) is a sequence in \(\Sigma_{M_p}^N(\mathbb{R}^d)\) (in \(S_{M_p}^N(\mathbb{R}^d)\), respectively) and if \(\phi_n \to \phi\)
in \(\Sigma_{M_p}^N(\mathbb{R}^d)\) (in \(S_{M_p}^N(\mathbb{R}^d)\), respectively) then \(\phi_n \big|_{\Omega} \to \phi \big|_{\Omega}\) in \(\mathcal{E}^{(N_p)}(\Omega)\) (in \(\mathcal{E}^{(N_p)}(\Omega)\), respectively).

Let there be given a sequence of positive numbers \((N_q)_{q \in \mathbb{N}_0}\). The operator
\[P(\partial) = \sum_{|\alpha|=0}^{\infty} a_\alpha \partial^\alpha\]
is called an \textit{ultra-differential operator of Roumieu class \(\{N_q\}\)} (of Beurling class \(\{N_q\}\), respectively) if \((\forall L > 0)(\exists \tilde{C} > 0)\ ((\exists L > 0)(\exists \tilde{C} > 0)\), respectively) such that
\[|a_\alpha| \leq C \frac{L^{|\alpha|}}{N_0^{|\alpha|}}, \ \forall \alpha \in \mathbb{N}_0^d.\]

In the proof of the following Theorem we will use the \(d\)-dimensional heat kernel
\[E(x,t) = \begin{cases} (4\pi t)^{-d/2} \exp(-|x|^2/4t) & t > 0, \ x \in \mathbb{R}^d, \\ 0 & t \leq 0, \ x \in \mathbb{R}^d. \end{cases}\]
It is an entire function for every \(t > 0\), \(\int E(x,t)dx = 1\), \(t > 0\), and
\[|\partial_x^\alpha E(x,t)| \leq C^{|\alpha|} t^{-(d+|\alpha|)/2} |\alpha|^{1/2} \exp(-a|x|^2/4t), \ \ t > 0, \ x \in \mathbb{R}^d, \alpha \in \mathbb{N}_0^d\]
where \(a\) can be chosen as close as desired to 1 and \(0 < a < 1\) [4, 20].

The following theorem can be compared to [4, Theorem 2.5]. In [4] it is assumed that a given sequence \((M_p)_{p \in \mathbb{N}_0}\) satisfies the condition
\[(M.0) : \forall A > 0, \exists C > 0 \ \text{ such that } \ p! \leq C A^p M_p, \ p \in \mathbb{N}_0.\]
This condition does not hold for \(M_p = p!^x\) if \(s \leq 1\) and it holds for \(s > 1\). However, if \(s > 1\) then the condition (C) holds not only for \(m_{2p}^2/m_p^2\) but for \(m_{2p}/m_p\) as well.
Since we are interested in the case \(1 > s > 1/2\) we essentially use sequences which satisfy (2.2) and (2.4). Since this implies (C), our Theorem 3.1 is less restrictive than [4, Theorem 2.5] in that sense.
The following condition, which is satisfied by \(M_{|p|} = |p|!^s\), for \(s > 1/2\), is used in [18]: there exist \(A > 0\) such that, for any \(C > 0\) there is \(B > 0\) (there are \(C > 0\) and \(B > 0\), respectively) such that
\[|p|^{p/2} M_{|q|} \leq BC^{|p|} A^{|p|+|q|} M_{|p|+|q|}, \ p, q \in \mathbb{N}_0^d.\]
However, representation theorems from [18] and [19] can not be used for our purposes where behavior on open subsets of \(bR^d\) is essential.

\textbf{Theorem 3.1. Let there be given sequences \((M_p)_{p \in \mathbb{N}_0}\) and \((N_q)_{q \in \mathbb{N}_0}\) such that (2.2) and (2.4) holds. Let \(u \in (S_{M_p}^N)^\prime\) (\(u \in (S_{M_p}^N)^\prime\), respectively) such that it can be extended continuously to \(\mathcal{E}^{(N_p)}(\Omega)\) (\(\mathcal{E}^{(N_p)}(\Omega)\), respectively) for some open set \(\Omega \in \mathbb{R}^d\). Then there exists \(P(\partial)\), ultra-differential operator of Roumieu class \(\{N_q\}\) of
Beurling class \((N_q)\), respectively) and there exist bounded continuous functions \(g\) and \(h\) on \(\mathbb{R}^d\) such that \(u = P(\partial)g + h\), i.e.
\[
\langle u, \phi \rangle = \langle g, P(\partial)\phi \rangle + \langle h, \phi \rangle = \int_{\mathbb{R}^d} g(t)P(\partial)\phi(t)dt + \int_{\mathbb{R}^d} h(t)\phi(t)dt,
\]
\(\phi \in \mathcal{S}_{M_p}^N\) (\(\phi \in \mathcal{S}_{M_p}^N\), respectively).

**Proof.** We give the proof for the Roumieu case. The Beurling case can be proved analogously. Let \(u \in (\mathcal{S}_{M_p}^N)'\). Define
\[
U(x,t) = \langle u(y), E(x-y,t) \rangle = \langle u(y), E(x-y,t) \rangle_{t |_\Omega}, \quad x \in \mathbb{R}^d, t > 0.
\]
This is an entire function for every \(t > 0\) and
\[
(3.1) \quad \frac{\partial}{\partial t} U(x, t) - \Delta U(x, t) = 0 \quad \text{in} \quad \mathbb{R}^d \times \mathbb{R}_+.
\]
Let us show that
\[
\lim_{t \to 0^+} \int_{\mathbb{R}^d} U(x, t)\phi(x)dx = \langle u, \phi \rangle, \quad \forall \phi \in \mathcal{S}_{M_p}^N.
\]
By the assumption, \(u \in (\mathcal{E}(N_q))'(\Omega)\), so there exists \(K \subset \subset \Omega\) such that for every \(k > 0\) there exist \(C > 0\) such that
\[
\langle u, \phi \rangle \leq C\|\phi\|_{N_q, K, K}, \quad \phi \in \mathcal{E}(N_q)(\Omega).
\]
Let \(K_\delta\) be delta neighborhood of \(K\), \(K_\delta = \{x \in \mathbb{R}^d : d(x, K) \leq \delta\}\) such that \(K_\delta \subset \subset \Omega\). Since \(u \in (\mathcal{E}(N_q)(\Omega))'\), for every \(h > 0\) there exists \(C_0 > 0\) such that
\[
|U(x,t)| \leq C_0 \sup_{y \in K_\delta, \alpha \in \mathbb{N}_0^d} \left| \frac{\partial^\alpha}{\partial y^\alpha} E(x-y,t) \right| \frac{|\alpha|!}{h_{|\alpha|}|\alpha|!R_{|\alpha|}}, \quad x \in \mathbb{R}^d, t > 0,
\]
where \(C_0\) and \(h\) do not depend on \(x\) and \(t\).

Note that
\[
\frac{R_{|\alpha|+d}}{R_{|\alpha|}} \leq CH_{|\alpha|+d}, \quad \forall \alpha \in \mathbb{N}_0^d.
\]

By the estimates for \(\frac{\partial^\alpha}{\partial y^\alpha} E(x-y,t)\), we have (with \(a \in (0, 1)\))
\[
|U(x,t)| \leq C_0 \sup_{y \in K_\delta, \alpha \in \mathbb{N}_0^d} \frac{C(|\alpha|!_t^{-(d+|\alpha|)/2}e^{-\frac{4|x-y|^2}{at}}}{h_{|\alpha|}R_{|\alpha|}}
\leq C_3 \sup_{\alpha \in \mathbb{N}_0^d} \frac{(Ct^{-1/2})^{d+|\alpha|}R_{|\alpha|+d}}{h_{d+|\alpha|}R_{|\alpha|+d}} \sup_{y \in K_\delta} e^{-\frac{4|x-y|^2}{at}}
\leq C_3 \sup_{\alpha \in \mathbb{N}_0^d} \frac{(HCt^{-1/2})^{d+|\alpha|}}{h_{d+|\alpha|}R_{|\alpha|+d}} \sup_{y \in K_\delta} e^{-d(x,K_\delta)^2/\pi}
\leq C_3 \left( \sup_{\alpha \in \mathbb{N}_0^d} \left( \frac{H^2C^2}{h_2} \right) \frac{d+|\alpha|}{R_{|\alpha|+d}} \right)^{1/2} \frac{e^{-d(x,K_\delta)^2/\pi}}{\pi}.
and with \( \varepsilon = \frac{H^2C^2}{K^2} \) we have that for every \( \varepsilon > 0 \) there exists \( C_\varepsilon > 0 \) such that
\[
|U(x,t)| \leq C_\varepsilon \varepsilon^{-1/2} N(t) - d(x,Kt)^2 \hat{\Omega}, \quad x \in \mathbb{R}^d, t > 0,
\]
where \( N \) is the associated function for the sequence \( (N_q^2)_{q \in \mathbb{N}_0} \). Clearly
\[
\lim_{t \to 0} \frac{1}{2} N(t) - d(x,Kt)^2 \frac{a}{4t} = -\infty.
\]
Thus \( U \) is a bounded function on \( \mathbb{R}^d \times [0,t_0] \) for every \( t_0 > 0 \) (We put \( U(x,0) = 0, x \in \mathbb{R}^d \)).

We will use the fact that for any \( \phi \in S_{M_p}^{\mathbb{N}_0}(\mathbb{R}^d) \), and
\[
\phi_t(x) = \int_{\mathbb{R}^d} E(x-y,t)\phi(y)dy, \quad t > 0, x \in \mathbb{R}^d,
\]
we have \( \lim_{t \to 0} \phi_t = \phi \) in \( S_{M_p}^{\mathbb{N}_0}(\mathbb{R}^d) \). If \( \phi \in S_{M_p}^{\mathbb{N}_0}(\mathbb{R}^d) \) then
\[
\langle U(x,t), \phi(x) \rangle = \langle u(y), E(x-y,t) \rangle_{\Omega}, \phi(x)\rangle.
\]
On the other hand,
\[
\langle u(y), E(x-y,t)\phi(x) \rangle = \langle u(y), E(x-y,t)\phi(x) \rangle_{\Omega}, \quad t > 0.
\]
Since \( E(x-y,t)\phi(x) \in S_{M_p}^{\mathbb{N}_0}(\mathbb{R}^d), t > 0 \), and \( E(x-y,t)\phi(x) \rightarrow \phi \) in \( S_{M_p}^{\mathbb{N}_0}(\mathbb{R}^d) \)
(thus \( E(x-y,t)\phi(x) \rangle_{\Omega} \rightarrow \phi \rangle_{\Omega} \) in \( E^{(N)}(\Omega) \)), we have
\[
\lim_{t \to 0^+} \int_{\mathbb{R}^d} U(x,t)\phi(x)dx = \lim_{t \to 0^+} \langle U(x,t)\phi(x) \rangle = \langle u, \phi \rangle.
\]
By the parametrix method we have that there exist an ultra-differential operator of Roumieu class \( \{N_q^2\}_{q \in \mathbb{N}_0} \) :
\[
\tilde{P}(\frac{d}{dt}) := \sum_{q \in \mathbb{N}_0} \tilde{a}_q \frac{d^q}{dt^q},
\]
such that
\[
|\tilde{a}_q| \leq C \frac{L^q}{q! R_q}, \quad q \in \mathbb{N}_0,
\]
for every \( L > 0 \) and for some \( C > 0 \), and \( v, w \in C_0^\infty(\mathbb{R}) \), with the properties
\[
\text{supp } v \subset [0,2], \quad \text{supp } w \subset [1,2];
\]
\[
(\forall L > 0)(\exists C_L > 0) \quad |v(t)| \leq C_L e^{-N(L/t)}, \quad t > 0.
\]
and
\[
\tilde{P}(\frac{d}{dt})v(t) = \delta(t) + w(t), \quad t \in \mathbb{R}.
\]
We refer to [17, Lemma 11.4] for this version of the parametrix. As in [4], we put
\[
\tilde{U}(x,t) = \int_0^\infty U(x,t+s)v(s)ds.
\]
By (3.2) one can show that $\tilde{U}(x, t)$ is uniformly bounded in $\mathbb{R}^d \times [0, \infty)$ and thus continuous on $\mathbb{R}^d \times [0, \infty)$. It follows that $g(x) := \tilde{U}(x, 0), x \in \mathbb{R}^d$ is a bounded continuous function. Let

$$H(x, t) := -\int_0^\infty U(x, t + s)w(s) ds.$$ 

Clearly, $H$ is analytic in $\{(x, t) \in \mathbb{R}^{d+1} : x \in \mathbb{R}^d, t > -1\}$ and satisfies the same growth condition as $U$ on $\mathbb{R}^d \times [0, t_0]$ for every $t_0 > 0$ (see (3.2)). Now, by (3.1) and (3.3) we have

$$\tilde{P}(-\Delta)\tilde{U}(x, t) = \tilde{P}(\frac{d}{dt}) \int_0^\infty U(x, t + s)v(s) ds = \int_0^\infty U(x, t + s)\tilde{P}(\frac{d}{ds})v(s) ds$$

$$= \int_0^\infty U(x, t + s)(\delta(s) + w(s)) ds = U(x, t) + \int_0^\infty U(x, t + s)w(s) ds,$$

that is

$$\tilde{P}(-\Delta)\tilde{U}(x, t) = U(x, t) - H(x, t).$$

Thus, by letting $t \to 0^+$, in $S_{M_0}^{N_0}(\mathbb{R}^d)$,

$$u = \tilde{P}(-\Delta)g + h,$$

where $g = \tilde{U}(\cdot, 0)$ and $h = H(\cdot, 0)$ are continuous bounded functions on $\mathbb{R}^d$. Since, for $q \in \mathbb{N}_0$ and $\beta \in \mathbb{N}_0^d$,

$$\Delta^q = \sum_{|\beta|=q} \left( \begin{array}{c} q \\ \beta_1 \\ \beta_2 \\ \vdots \\ \beta_d \end{array} \right) \left( q - \sum_{k=1}^{d-1} \beta_k \right) \frac{\partial^{2\beta_1}}{\partial x_1^{2\beta_1}} \cdots \frac{\partial^{2\beta_d}}{\partial x_d^{2\beta_d}},$$

we have

$$P(\partial) := \tilde{P}(-\Delta) = \sum_{q \in \mathbb{N}_0} (-1)^q \tilde{a}_q \sum_{|\beta|=q} \left( \begin{array}{c} q \\ \beta_1 \\ \beta_2 \\ \vdots \\ \beta_d \end{array} \right) \left( q - \sum_{k=1}^{d-1} \beta_k \right) \frac{\partial^{2\beta_1}}{\partial x_1^{2\beta_1}} \cdots \frac{\partial^{2\beta_d}}{\partial x_d^{2\beta_d}},$$

where $|\tilde{a}_q| \leq C \frac{L^q}{q!R^2}$, for every $L > 0$ and some $C > 0$.

Put $P(\partial) = \sum_{|\gamma|=0}^\infty a_{\gamma} \frac{\partial^{|\gamma|}}{\partial x^{|\gamma|}} := \tilde{P}(-\Delta)$. We see that $a_{\gamma} = 0$ if $\gamma \not= 2\beta$, $\beta \in \mathbb{N}_0^d$. Furthermore, for given $\beta = (\beta_1, \ldots, \beta_d) \in \mathbb{N}_0^d$ and for $\gamma = 2\beta$ the following estimate holds

$$|a_{\gamma}| = |\tilde{a}_\beta| \left( \begin{array}{c} |\beta| \\ \beta_1 \\ \beta_2 \\ \vdots \\ \beta_d \end{array} \right) \left( |\beta| - \beta_1 \right) \cdots \left( |\beta| - \sum_{k=1}^{d-1} \beta_k \right)$$

$$\leq |\tilde{a}_\beta| d^{d|\beta|} \leq C \frac{L^{d|\beta|}R^{2|\beta|}}{|\beta|^{2|\beta|}},$$
for every $L > 0$ and for some $C > 0$. The condition (M.2) implies $R_{2|\beta|} \leq AH^{2|\beta|}R_{2|\beta|}$ for some $A, H > 0$. This, together with $|2|\beta| \leq 2^{2|\beta|}|\beta|^2$, gives

$$|a_\gamma| \leq C \left( \frac{\sqrt{2ALdH}}{|2|\beta|^{1/2}R_{2|\beta|}} \right)^{2|\beta|} = C \frac{h^{\gamma}}{|\gamma|^{1/2}R_{|\gamma|}}$$

for every $h > 0$ and some $C > 0$, that is, $P(\partial)$ is ultradifferential operator of Roumieu class \{N_{0}\} as claimed. Thus, we obtained the desired representation $u = P(\partial)g + h$. \hfill \qed

4. Time-frequency analysis and localization operators

Translation and modulation operators are defined by

$$(4.1) \quad T_x f(t) = f(t - x) \quad \text{and} \quad M_\omega f(t) = e^{2\pi i\omega t} f(t).$$

For a fixed non-zero $g \in S^{1/2}_{1/2}(\mathbb{R}^d)$ the short-time Fourier transform (STFT) of $f \in S^{1/2}_{1/2}(\mathbb{R}^d)$ with respect to the window $g$ is given by

$$(4.2) \quad V_g f(x, \omega) = \langle f, M_\omega T_x g \rangle = \int_{\mathbb{R}^d} f(t) g(t - x) e^{-2\pi i\omega t} dt, \quad x, \omega \in \mathbb{R}^d$$

and can be extended to $f \in (S^{1/2}_{1/2}(\mathbb{R}^d))$ by duality. For a fixed $g \in S^{1/2}_{1/2}(\mathbb{R}^d)$ the following characterization of $S^{1/2}_{1/2}$ holds [15]:

$$f \in S^{1/2}_{1/2}(\mathbb{R}^d) \Leftrightarrow V_g f \in S^{1/2}_{1/2}(\mathbb{R}^{2d}).$$

Another time-frequency representation we shall use in the sequel is the cross-Wigner distribution $W(f, g)$, defined by

$$(4.3) \quad W(f, g)(x, \omega) = \int f(x + \frac{t}{2})g(x - \frac{t}{2}) e^{-2\pi i\omega t} dt, \quad x, \omega \in \mathbb{R}^d.$$ 

Since

$$W(f, g)(x, \omega) = 2^d e^{4\pi i\omega x} V_g f(2x, 2\omega), \quad x, \omega \in \mathbb{R}^d$$

we conclude that, for a fixed $g \in S^{1/2}_{1/2}(\mathbb{R}^d)$,

$$W(f, g) \in S^{1/2}_{1/2}(\mathbb{R}^{2d}) \Leftrightarrow f \in S^{1/2}_{1/2}(\mathbb{R}^d).$$

In what follows, we need that also Gelfand-Shilov type spaces $S^N_{N_q}(\mathbb{R}^d)$ and $\Sigma^N_{N_q}(\mathbb{R}^d)$ enjoy properties as above.

For the sake of simplicity, let us observe only the inductive limit case and note that the same conclusion holds in the projective limit case.
Theorem 4.1. Let there be given sequence \((N_q)_{q \in \mathbb{N}_0}\) such that (2.2) and (2.4) holds.

i) Let \(f, g \in S_{N_q}^{N_q}(\mathbb{R}^d)\). Then \(W(f, g)(x, \xi) \in S_{N_q}^{N_q}(\mathbb{R}^{2d})\). The same is true for the short-time Fourier transform.

ii) Conversely, let \(g \in S_{N_q}^{N_q}(\mathbb{R}^d)\) and let \(f \in (S_{N_q}^{N_q})'(\mathbb{R}^d)\). If \(W(f, g)\) or \(V_g f\) belongs to \(S_{N_q}^{N_q}(\mathbb{R}^{2d})\) then \(f \in S_{N_q}^{N_q}(\mathbb{R}^d)\).

Proof. We follow the proof of [23, Theorems 3.8-9] where the non-quasianalytic case is studied and omit unnecessary details.

i) Let there be given another sequence \((M_p)_{p \in \mathbb{N}_0}\) such that (2.2) and (2.4) holds. Obviously, \(f, g \in S_{M_p}^{N_q}(\mathbb{R}^d)\) implies that \(f(x)g(t) \in S_{M_p}^{N_q}(\mathbb{R}^d \times \mathbb{R}^d)\), that is

\[
\sup_{x,t \in \mathbb{R}^d} |x^n t^\beta \partial_x^n \partial_t^\beta f(x)g(t)| \leq C h^{\alpha + |\beta| + |\gamma| + |\delta|}(|\alpha| + |\beta|)! L_{\alpha + |\beta|} \cdot (|\gamma| + |\delta|)!^{1/2} R_{|\gamma| + |\delta|},
\]

for some \(h > 0\). Let us show that \(\varphi(x, t) := f(x + \frac{t}{2})g(x - \frac{t}{2})\) belongs to \(S_{M_p}^{N_q}(\mathbb{R}^d \times \mathbb{R}^d)\), or, equivalently,

\[
\sup_{x,t \in \mathbb{R}^d} |x^n t^\beta \varphi(x, t)| \leq C h^{\alpha + |\beta|}(|\alpha| + |\beta|)!^{1/2} L_{\alpha + |\beta|} R_{|\alpha| + |\beta|},
\]

and

\[
\sup_{x,t \in \mathbb{R}^d} \partial_x^n \partial_t^\beta \varphi(x, t) \leq C h^{\alpha + |\beta|}(|\alpha| + |\beta|)!^{1/2} R_{|\alpha| + |\beta|}
\]

for some \(h, k > 0\). The first inequality easily follows from (4.4) after a change of variables since

\[
\sup_{x,t \in \mathbb{R}^d} |x^n t^\beta f(x + \frac{t}{2})\varphi(x - \frac{t}{2})| \leq C_{\alpha, \beta} \sup_{y,z \in \mathbb{R}^d} |(y - z)^{n + |\beta|} f(y)g(z)|.
\]

In order to prove the second inequality we use the Leibniz formula

\[
|\partial_x^n \partial_t^\beta \varphi(x, t)| = |\sum_{\delta \leq \alpha, \beta} \left(\begin{array}{c} \alpha \\ \delta \end{array}\right) \frac{1}{2^{n+|\beta|}} \partial_x^n \partial_t^\beta f(x) + t/2) \partial_x^{n - \delta} \partial_t^{\beta - \gamma} \varphi(x - t/2)|.
\]

Furthermore, from \((n - m)!m! \leq n!\) and \(R_{n-m}R_{n-m} \leq R_n\), (since \((q)_{q \in \mathbb{N}_0}\) is non-decreasing) \(m \leq n, m, n \in \mathbb{N}\), it follows that

\[
\sup_{x,t \in \mathbb{R}^d} |\partial_x^n \partial_t^\beta f(x + t/2) \partial_x^{n - |\delta|} \partial_t^{\beta - |\gamma|} g(x - t/2)|
\]

\[
\leq C h^{\delta + |\gamma|} (|\delta| + |\gamma|)!^{1/2} R_{|\delta| + |\gamma|} M_{\alpha - |\delta| + |\beta| - |\gamma|}^{1/2} R_{|\alpha - |\delta| + |\beta - |\gamma|}
\]

for some \(h, k > 0\) and \(\hat{k} = \max \{h, k\}\). We conclude that \(\varphi(x, t) \in S_{M_p}^{N_q}(\mathbb{R}^d \times \mathbb{R}^d)\).

Now, the similar arguments as in Step 2 of the proof of [23, Theorem 3.8] imply

\[
\Phi(x, \omega) = \int e^{-2\pi i t \omega \varphi(x, t)} dt \in S_{M_p}^{N_q}(\mathbb{R}^d \times \mathbb{R}^d) \quad \text{if} \quad \varphi \in S_{N_q}^{N_q}(\mathbb{R}^d \times \mathbb{R}^d)
\]
Thus i) is proved in a general case for transforms of the type $\int e^{-2\pi i t \omega} \varphi(x, t) dt$ with $\varphi \in S_{\mathcal{N}}^{N_\chi}$. (That is, for the partial Fourier transform of $\varphi$ with respect to the second variable.) In particular, the assertion holds for the cross Wigner distribution and the short-time Fourier transform.

ii) For given $g_1, g_2 \in L^2(\mathbb{R}^d)$, $\langle g_1, g_2 \rangle \neq 0$, the following inversion formula for the cross Wigner distribution holds

$$f = \frac{1}{\langle g_1, g_2 \rangle} \int \int e^{4\pi i x \omega} W(f, g_1)(x, \omega) M_{2\omega} T_{2x} g_2 d\omega dx,$$

and also, if $g \in \mathcal{S}$, than $f \in \mathcal{S}$, see [12, Section 3.2].

According to Theorem 2.2 d) we need to show that there exist constants $a, b > 0$, such that

$$\sup_{t \in \mathbb{R}^d} |f(t)\exp(N(h|t|))| \leq C_1 \quad \text{and} \quad \sup_{\omega \in \mathbb{R}^d} |\hat{f}(\omega)\exp(N(|\omega|))| \leq C_2,$$

for some $C_1, C_2 > 0$, where $N(\cdot)$ is the associated function for the sequence $(N_g)_{g \in \mathcal{S}_\mathcal{N}}$.

Let there be given $g \in S_{\mathcal{N}}^{N_\chi}(\mathbb{R}^d)$, $\|g\|_{L^2} = 1$. Note that $e^{N(a|t|)} M_{2\omega} T_{2x} \hat{g}(t) = M_{2\omega} T_{2x} e^{N(a|t+2x|)} \hat{g}(t)$ for any $a > 0$. The inversion formula gives

$$\sup_{t \in \mathbb{R}^d} e^{N(a|t|)} f(t) = \sup_{t \in \mathbb{R}^d} e^{N(a|t|)} |\int \int e^{4\pi i x \omega} W(f, g)(x, \omega) M_{2\omega} T_{2x} \hat{g}(t) d\omega dx|.$$

The right hand side of the above equation is less than or equal to

$$C \sup_{t \in \mathbb{R}^d} |\int \int e^{4\pi i x \omega} W(f, g)(x, \omega) e^{N(a|2x|)} M_{2\omega} T_{2x} e^{N(a|t|)} \hat{g}(t) d\omega dx|,$$

where we have used the following property of the associated function

$$N(\rho_1 + \rho_2) \leq N(\rho_1) + N(\rho_2) + C, \quad \rho_1, \rho_2 > 0,$$

for some constant $C > 0$, [21]. Since $W(f, g) \in S_{\mathcal{N}}^{N_\chi}(\mathbb{R}^d \times \mathbb{R}^d)$ there exists $h, k > 0$, such that

$$\sup_{t \in \mathbb{R}^d} e^{N(a|t|)} f(t) \leq C \int \int e^{-N(h|\xi|)} e^{-N(k|x|)} e^{N(a|2x|)} dx d\xi.$$

The last integral converges if we choose $a < k/2$.

In order to prove that there exists $b > 0$ such that

$$\sup_{\omega \in \mathbb{R}^d} |\hat{f}(\omega)| e^{N(b|\omega|)} < \infty,$$

we use $\mathcal{F}(M_{2\omega} T_{2x} \hat{g}(t))(\omega) = T_{2\omega} M_{-2x} \mathcal{F}(\hat{g})(\omega)$, $W(\hat{f}, \hat{g})(x, \omega) = W(f, g)(-\omega, x)$ and the same arguments as above.

**Remark 4.1.** Results similar to Theorem 4.1 can be found in [16, 2] where the case $f = g$, i.e. the Wigner distribution $W(f, f)$ is observed. More precisely, it is proved that $f \in S_{\mathcal{N}}^{N_\chi}(\mathbb{R}^d)$ if, and only if $|W(f, f)(x, \omega)| \leq C \exp\{-M(a|x|) - N(b|\omega|)\}$. 


for some positive constants \(C, a\) and \(b\). It is assumed that \((M_p)_{p \in \mathbb{N}_0}\) and \((N_q)_{q \in \mathbb{N}_0}\) satisfy (M.1), (M.2) and (C), and that \(M\) and \(N\) are the corresponding associated functions, see [2].

4.1. Modulation spaces

The modulation space norm \(M_{p,q}^m(\mathbb{R}^d)\) of a function \(f\) on \(\mathbb{R}^d\) is given by the \(L_{p,q}^m(\mathbb{R}^{2d})\) norm of its STFT \(V_g f\), defined on the time-frequency space \(\mathbb{R}^{2d}\), with respect to a suitable window function \(g\) on \(\mathbb{R}^d\). Depending on the growth of the weight function \(m\), different Gelfand-Shilov classes may be chosen as fitting test function spaces for modulation spaces, see [6, 23]. The widest class of weights allowing to define modulation spaces is the weight class \(N\). A weight function \(m\) on \(\mathbb{R}^{2d}\) belongs to \(N\) if it is a continuous, positive function such that

\[
m(z) = o(e^{cz^2}), \quad \text{for } |z| \to \infty, \quad \forall c > 0,
\]

with \(z \in \mathbb{R}^{2d}\). For instance, every function \(m(z) = e^{s|z|^b}\), with \(s > 0\) and \(0 \leq b < 2\), is in \(N\). Thus, the weight \(m\) may grow faster than exponentially at infinity. We notice that there is a limit in enlarging the weight class for modulation spaces, imposed by Hardy’s theorem: if \(m(z) \geq C e^{cz^2}\), for some \(c > \pi/2\), then the corresponding modulation spaces are trivial [14].

Modulation spaces having weights with at most sub-exponential growth were first introduced by Feichtinger in [9]. We define them using the Gelfand-Shilov class \(S_{1/2}^{1/2}\) as test function space in the way hereafter [5].

**Definition 4.2.** Let \(m \in N\), and \(g\) a non-zero window function in \(S_{1/2}^{1/2}(\mathbb{R}^d)\). For \(1 \leq p, q \leq \infty\) and \(f \in \left(S_{1/2}^{1/2}\right)'(\mathbb{R}^d)\) we define the modulation space norm (on \(S_{1/2}^{1/2}(\mathbb{R}^d)\)) by

\[
\|f\|_{M_{p,q}^m} = \|V_g f\|_{L_{p,q}^m} = \left(\int_{\mathbb{R}^d} \left(\int_{\mathbb{R}^d} |V_g f(x, \omega)|^p m(x, \omega)^q \, dx \right)^{q/p} d\omega\right)^{1/q}
\]

(with obvious changes if either \(p = \infty\) or \(q = \infty\)). If \(p, q < \infty\), the modulation space \(M_{p,q}^m\) is the norm completion of \((S_{1/2}^{1/2})'\) in the \(M_{p,q}^m\)-norm. If \(p = \infty\) or \(q = \infty\), then \(M_{p,q}^m\) is the completion of \((S_{1/2}^{1/2})'\) in the weak* topology. If \(p = q\), \(M_{p}^m := M_{p,p}^m\), and, if \(m \equiv 1\), then \(M_{p,q}^0\) and \(M_p\) stand for \(M_{p,q}^{0,0}\) and \(M_p^{p,p}\), respectively.

Notice that:

(i) If \(f, g \in S_{1/2}^{1/2}(\mathbb{R}^d)\), the above integral is convergent thanks to (4.5) and (2.3). Namely, if \(m \in N\) we choose \(c = h - \epsilon > 0\) in (4.5), for a suitable \(\epsilon > 0\), with \(h\)
Theorem 5.1. Let us show $\Sigma_{N^q}$

Proof. The proof is similar to the proof of the non-quasianalytic case given in [24], in the set theoretical sense.

$\lim_{N}(\int_{\mathbb{R}^d} |m(x,\omega)|^p e^{-hp^2(x,\omega)^2} dx) q/p \omega < \infty.$

(ii) By definition, $M_{m}^{p,q}$ are Banach spaces.

(iii) It was shown in [5] that the Gelfand-Shilov class $S_{1/2}$ is densely embedded in $M_{m}^{1,1}$, with $m \in \mathcal{N}$.

(iv) Of course, the definition of $M_{m}^{p,q}$ may depend on the choice of the window function $g$. So, we choose the Gaussian window $\varphi(x) = e^{-\pi x^2} \in S_{1/2}^{1/2}(\mathbb{R}^d)$ once and for all to define modulation spaces and we shall work always with it in the sequel.

It is straightforward to check that [7, Proposition 2.4] can be rephrased in our context as follows.

Proposition 4.3. Let $\nu \in \mathcal{N}(\mathbb{R}^d)$ be a weight function only in the frequency variables $\nu(x,\omega) = \nu(\omega)$ and $1 \leq p, q, r, s, t \leq \infty$. If

$$\frac{1}{p} + \frac{1}{q} - 1 = \frac{1}{r}, \quad \text{and} \quad \frac{1}{t} + \frac{1}{r} = 1,$$

then

(4.6) $M_{p,t}^{q,s}(\mathbb{R}^d) * M_{1,0}^{q,s,t}(\mathbb{R}^d) \hookrightarrow M_{r,s}^{t}(\mathbb{R}^d)$

with norm inequality $\|f * h\|_{M_{r,s}^{t}} \leq \|f\|_{M_{p,t}^{q,s}} \|h\|_{M_{r,s}^{t}}$.

Gelfand-Shilov type spaces can be characterized by modulation spaces in the following way.

Proposition 4.4. Let there be given sequence $(N_{q})_{q \in \mathbb{N}}$ such that (2.2) and (2.4) holds. Let $1 \leq p, q \leq \infty$, $p' = \frac{p}{p-1}$, $q' = \frac{q}{q-1}$. We have

$$\Sigma_{N_{q}}^{N_{q}}(\mathbb{R}^d) = \lim_{s \to \infty} M_{e^{N_{q}(s+1)}}^{p,q}(\mathbb{R}^d), \quad S_{N_{q}}^{N_{q}}(\mathbb{R}^d) = \lim_{s \to \infty} M_{e^{N_{q}(s+1)}}^{p,q}(\mathbb{R}^d)$$

and, by duality,

$$(\Sigma_{N_{q}}^{N_{q}})'(\mathbb{R}^d) = \lim_{s \to \infty} M_{e^{-N_{q}(s+1)}}^{p,q'}(\mathbb{R}^d), \quad (S_{N_{q}}^{N_{q}})'(\mathbb{R}^d) = \lim_{s \to \infty} M_{e^{-N_{q}(s+1)}}^{p,q'}(\mathbb{R}^d),$$

in the set theoretical sense.

Proof. The proof is similar to the proof of the non-quasianalytic case given in [24, Theorem 5.1]. Let us show $\Sigma_{N_{q}}^{N_{q}}(\mathbb{R}^d) = \lim_{s \to \infty} M_{e^{N_{q}(s+1)}}^{p,q}(\mathbb{R}^d)$. We first show that

$\lim_{s \to \infty} M_{e^{N_{q}(s+1)}}^{s} = \lim_{s \to \infty} M_{e^{N_{q}(s+1)}}^{p,q}(\mathbb{R}^d), 1 \leq p, q \leq \infty$. For fixed $g \in S_{N_{q}}^{N_{q}}$ and any weight $m \in \mathcal{N}$ we have

$$\|f\|_{M_{m}^{p,q}} = \|V_{g}f\|_{M_{m}^{p,q}} \leq \|V_{g}f e^{N_{q}(s+1)}\|_{L^{p,q}} e^{-N_{q}(s+1)}.$$
and therefore \( \text{proj lim}_{s \to \infty} M^{\infty}_{e(N(s))} \subset \text{proj lim}_{s \to \infty} M^{P,q}_{\phi(N(s))} \). In order to prove the opposite inclusion we use
\[
V_g f(x, \xi) e^{N(s)(x,\omega))} = \int_{-\infty}^{\infty} \int_{-\infty}^{\xi} \frac{\partial^2}{\partial t \partial \eta} (V_g f(t, \eta) e^{N(s)(t,\eta))}) dt d\eta
\]
which implies
\[
|V_g f(x, \xi) e^{N(s)(x,\omega))}| \leq \| \frac{\partial^2}{\partial t \partial \eta} V_g f(t, \eta) \cdot e^{N(s)(t,\eta))} \|_{L^1} + \| V_g f \cdot \frac{\partial^2}{\partial t \partial \eta} e^{N(s)(t,\eta))} \|_{L^1}.
\]
Now, the estimates similar to the ones given in the proof of [24, Theorem 5.1] give
\[
|V_g f(x, \xi) e^{N(s)(x,\omega))}| \leq C(\| f \|_{M^{P,q}_{\phi(N(s))}} + \| f \|_{M^{P,q}_{\phi(N(s))}} + \| f \|_{M^{P,q}_{\phi(N(s))}})
\]
for certain \( s_1, s_2, s_3 > s \).

Now, \( \Sigma_{N_q}^{N_q} = \text{proj lim}_{s \to \infty} M^{\infty}_{e(N(s))} \) follows from Theorem 4.1 together with \( |\mathcal{F} V_g f(\cdot)| \leq C e^{-N(s)}\) which holds true since \( \Sigma_{N_q}^{N_q} = \text{proj lim}_{s \to \infty} M^{\infty}_{e(N(s))} \) is invariant under the action of the Fourier transform.

### 4.2. Localization operators

Formally, the time-frequency localization operator \( A^{\varphi_1, \varphi_2}_a \) with symbol \( a \) and windows \( \varphi_1, \varphi_2 \) is defined to be
\[
(4.7) \quad A^{\varphi_1, \varphi_2}_a f(t) = \int_{\mathbb{R}^{2d}} a(x, \omega) V_{\varphi_1} f(x, \omega) M_x T_x \varphi_2(t) dx d\omega
\]
or, in a weak sense,
\[
(4.8) \quad \langle A^{\varphi_1, \varphi_2}_a f, g \rangle = \langle a V_{\varphi_1} f, V_{\varphi_2} g \rangle = \langle a, V_{\varphi_1} f, V_{\varphi_2} g \rangle,
\]
where the brackets express a suitable duality between a pair of dual spaces. Indeed, if \( a \in (S_{N_q}^{N_q})' = (\mathcal{E}(N_q))' \) and \( \varphi_1, \varphi_2 \in S_{N_q}^{N_q} \), then the weak definition (4.8) shows that \( A^{\varphi_1, \varphi_2}_a \) is a well-defined continuous operator from \( S_{N_q}^{N_q} \) to \( (S_{N_q}^{N_q})' \).

**Theorem 4.2.** Let there be given sequence \( \langle N_q \rangle_{q \in \mathbb{N}} \) such that (2.2) and (2.4) holds. Let \( u \in (S_{N_q}^{N_q})' \) (\( u \in (\Sigma_{N_q}^{N_q})' \), respectively) such that it can be extended continuously to \( \mathcal{E}(N_q) \) (\( \mathcal{E}(N_q) \), respectively) for some open bounded set \( \Omega \subset \mathbb{R}^d \). If \( \varphi \in \mathcal{S}_{N_q}^{N_q} \) (if \( \varphi \in \Sigma_{N_q}^{N_q} \), respectively) then
\[
(4.9) \quad |V_{\varphi} u(x, \omega)| \lesssim e^{-N(a|x|)} e^{-N(\omega)}
\]
for some \( a, \tilde{a} > 0 \) (resp. for every \( a, \tilde{a} > 0 \)).

**Proof.** Let us prove the case \( u \in (S_{N_q}^{N_q})' \). By Theorem 3.1 we have
\[
|V_{\varphi} u(x, \omega)| = |V_{\varphi} (P(\partial) g + h)(x, \omega)| \leq |V_{\varphi} (P(\partial) g)(x, \omega)| + |V_{\varphi} (h)(x, \omega)|,
\]
where $g$ and $h$ are bounded continuous functions on $\mathbb{R}^d$ and $P(\partial)$ is the corresponding ultradifferentiable operator. We begin by studying the first term of the right-hand side. Note that, for every $\varphi \in S_N^{N_0}(\mathbb{R}^d)$, we have

$$\partial^\alpha (M_\omega T_x \varphi)(t) = \sum_{\beta \leq \alpha} \binom{\alpha}{\beta} (2\pi i \omega)^\beta M_\omega T_x \partial_t^{\alpha - \beta} \varphi(t)$$

and for any given $\gamma \in N_0$ there exist positive constants $a$ and $b$ such that

$$\sup_{x \in \mathbb{R}^d} \left| \frac{b^{\gamma}}{\gamma!} \partial^n \varphi(x) e^{N(a|x|)} \right| < \infty.$$

We have

$$|V_\varphi(P(\partial)g)(x, \omega)| \leq \sum_{\alpha \in N_0^d} |a_\alpha| \|\partial^\alpha g, M_\omega T_x \varphi\|_{\Omega} = \sum_{\alpha \in N_0^d} |a_\alpha| \|g, \partial^\alpha (M_\omega T_x \varphi)\|_{\Omega} \leq \sum_{\alpha \in N_0^d} |a_\alpha| \sum_{\beta \leq \alpha} \binom{\alpha}{\beta} (2\pi i \omega)^\beta \int_{\Omega} \|M_\omega T_x \partial_t^{\alpha - \beta} \varphi(t)\| |g(t)| \, dt$$

(4.10)

By Theorem 3.1

$$|a_\alpha| \leq C \frac{h^{\alpha}}{\alpha!^{1/2} R_{\alpha}}$$

for any $h > 0$. Using $(n - m)! m! \leq n!$ and $R_{n-m} R_m \leq R_n$, $m \leq n$, $m, n \in \mathbb{N}$, together with $\sum_{\beta \leq \alpha} \binom{\alpha}{\beta} = 2^{\alpha}$ we obtain

$$|V_\varphi(P(\partial)g)(x, \omega)| \leq C \sum_{\alpha \in N_0^d} \left( \frac{2}{3} \right)^{\alpha} \sum_{\beta \leq \alpha \in N_0^d} \int_{\Omega} \frac{(3h)^{\alpha - \beta}}{\|\alpha - \beta|^{1/2} R_{\alpha - \beta}|} |\partial_t^{\alpha - \beta} \varphi(t - x)|$$

$$\times (2\pi)^{\beta/2} |\omega|^{\beta/2} \frac{(3h)^{\beta/2}}{|\beta|^{1/2} R_{\beta}} |g(t)| \, dt$$

(4.11)

$$\leq C \sum_{\alpha \in N_0^d} \left( \frac{2}{3} \right)^{\alpha} \sum_{\beta \leq \alpha \in N_0^d} \int_{\Omega} \frac{(3h)^{\alpha - \beta}}{\|\alpha - \beta|^{1/2} R_{\alpha - \beta}|} |\partial_t^{\alpha - \beta} \varphi(t - x)| e^{N(a|x|)}$$

$$\times e^{-N(a|x|)} e^{N(a|x|)} (2\pi)^{\beta/2} |\omega|^{\beta/2} \frac{(3h)^{\beta/2}}{|\beta|^{1/2} R_{\beta}} |g(t)| \, dt$$
Now, by (4.10) with $h := b/3$ and since $\int_{\Omega} e^{N(a|x|)} |g(t)| dt \leq C < \infty$, for some $C > 0$, the last term is less than or equal to
\[
Ce^{-N(a|x|)} \sum_{\alpha \in \mathbb{N}_0^d} \left( \frac{2}{3} \right)^{1/2} \left( \frac{2\pi}{2\pi + 1} \right)^{1/2} |x|^{1/2} |\omega|^{1/2} e^{N(2\pi 1/2)|x|^{1/2}} |\omega|^{1/2} 
\leq Ce^{-N(a|x|)} \sum_{\alpha \in \mathbb{N}_0^d} \left( \frac{2}{3} \right)^{1/2} |x|^{1/2} |\omega|^{1/2} \sum_{\beta \leq \alpha} \left( \frac{2\pi}{2\pi + 1} \right)^{1/2} |\omega|^{1/2}
\]
Putting $a := (2\pi + 1)b$ we obtain
\[
|V_{x}(P(\partial)g)(x, \omega)| \leq Ce^{-N(a|x|)} e^{N(a|x|)}.
\]
For the term $V_{x}h$, we use (4.10) to obtain
\[
|V_{x}h(x, \omega)| = \left| \langle h, M_{x}T_{x} \varphi \rangle \right| \leq \int_{\Omega} |T_{x} \varphi(t)||h(t)| dt 
\leq \int_{\Omega} e^{-N(a|t-x|)} e^{N(a|t-x|)} |T_{x} \varphi(t)||h(t)| dt 
\leq Ce^{-N(a|x|)} \int_{\Omega} e^{N(a|x|)} |\omega|^{1/2} |\omega|^{1/2} \leq C_{K,h} e^{-N(a|x|)}
\]
and the Theorem is proved.

Let $L_{\sigma}$ be the Weyl pseudodifferential operator with symbol $\sigma \in S'(\mathbb{R}^{2d})$, defined weakly by
\[
\langle L_{\sigma} f, g \rangle = \langle \sigma, W(g, f) \rangle, \quad f, g \in S(\mathbb{R}^{d}),
\]
where $W(\varphi_2, \varphi_1)$ is the cross-Wigner distribution. Then we have the operator equality $A_{\sigma}^{\varphi_2, \varphi_1} = L_{\sigma}$, provided that $[1, 10, 22]$:
\[
\sigma = a * W(\varphi_2, \varphi_1).
\]
We shall focus now on a trace-class result for localization operators. First, let us recall that the singular values \{s_k(L)\}_{k=1}^{\infty} of a compact operator $L \in B(L^2(\mathbb{R}^d))$ are the eigenvalues of the positive self-adjoint operator $\sqrt{LL}$. For $p = 1$, the trace class $S_1$ is the space of all compact operators whose singular values enjoy $\sum_{k=1}^{\infty} |s_k(L)| < \infty$. To prove the main result of this section, we shall use a trace-class result for the Weyl calculus in terms of modulation spaces. For the proof we refer to [13].

**Theorem 4.4.** If $\sigma \in M^1(\mathbb{R}^{2d})$, then $L_{\sigma} \in S_1$ and $\|L_{\sigma}\|_{S^1} \lesssim \|\sigma\|_{M^1}$.

Our result reads as follows.

**Theorem 4.3.** Let there be given sequence $(N_{q})_{q \in \mathbb{N}_0}$ such that (2.2) and (2.4) holds. Let $a \in (\Sigma_{N_{q}}^{\mathbb{N}_0})(\mathbb{R}^{2d})$ (a $\in (\Sigma_{N_{q}}^{\mathbb{N}_0})(\mathbb{R}^{2d})$, respectively) such that it can be extended continuously to $E^{(N_{q})}(\Omega)$ ($E^{(N_{q})}(\Omega)$, respectively) for some open bounded set $\Omega \in \mathbb{R}^{d}$. Then $a \in (\mathcal{X}_{N_{q}}^{\mathbb{N}_0})(\mathbb{R}^{2d})$ ($a \in (\mathcal{X}_{N_{q}}^{\mathbb{N}_0})(\mathbb{R}^{2d})$, respectively).
Furthermore, let $\varphi_1, \varphi_2 \in S_{N_0}^N(\mathbb{R}^d)$ (resp. $\varphi_1, \varphi_2 \in \Sigma_{N_0}^N(\mathbb{R}^d)$), then $A_{\varphi_1}^{\varphi_2}$ is a trace-class operator.

Proof. Assume that $a \in (S_{N_0}^N)'(\mathbb{R}^d)$. The other case can be treated in an analogous way. As already mentioned, in the definition of modulation spaces we fix Gaussian window $g(x) = e^{-\pi x^2} \in S_{1/2}^2(\mathbb{R}^d) \subset \Sigma_{N_0}^N(\mathbb{R}^d)$, see [6, Lemma 2.3]. By Theorem 4.2 we have

$$|V_g a(x, \omega)| \leq C e^{-N(|x|)} e^{N(|\omega|)}$$

for arbitrary $h, k > 0$. Then, for a given $b > 0$, we choose $k < b$ to obtain

$$\sup_{\omega \in \mathbb{R}^d} \int_{\mathbb{R}^d} |V_g a(x, \omega)| e^{-N(|\omega|)} dx \leq \sup_{\omega \in \mathbb{R}^d} \int_{\mathbb{R}^d} e^{-N(|x|)} e^{N(|\omega|)} e^{-N(|\omega|)} dx < \infty.$$ 

Therefore $a \in M_{1, 0}^{1, \infty}(\mathbb{R}^d)$, where $b > 0$ can be chosen arbitrary.

If $\varphi_1, \varphi_2 \in S_{N_0}^N(\mathbb{R}^d)$, the characterization in Theorem 4.1, Item i), gives $W(\varphi_2, \varphi_1) \in S_{N_0}^N(\mathbb{R}^d)$ and therefore, by Proposition 4.4, there exist $h, k > 0$ such that

$$W(\varphi_2, \varphi_1) \subset M_{1, 0}^{1, \infty}(\mathbb{R}^d).$$

Now, we choose $b = k$ and use the convolution relations of Proposition 4.3 to obtain

$$M_{1, 0}^{1, \infty}(\mathbb{R}^d) * M_{1, 0}^{1, \infty}(\mathbb{R}^d) \hookrightarrow M_{1, 0}^{1, \infty}(\mathbb{R}^d),$$

hence $\varphi = a \ast W(\varphi_2, \varphi_1) \in M_{1, 0}^{1, \infty}(\mathbb{R}^d)$. Theorem 4.5 yields the desired result. 

For example, our result holds for $f = \sum_{n \in \mathbb{N}} a_n \delta^{(n)}$, where $|a_n| \leq \frac{C h_n}{n}$ for every $n > 0$ and corresponding $C_h > 0$, and $s > 1/2$. Actually, one can show that $f \in (\mathcal{E}^N)'(\mathbb{R}^d)$ for any $s > 0$. (Note, $f = e^{x^2}$ belongs to $\mathcal{E}^N'(\mathbb{R}^d)$ for any $s > 0$.)
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